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Let be the finite population means for variates x, (^=0, 1,
2). Let ^2 be a first-phase sample (SRSWOR, of size n') mean
on X2 and x, bea second-phase sub-sample (^SWOR, of size nj^n')
means on x, (/=0, 1, 2). For and for P=^o^i,
Singh [I] gave double-sample estimators Ri^RX^I^, R^^JRX^lxz and
pi^px^jx'̂ , respectively (wheie R^x^lXi, p=x^d-
Their asymptotic mean square errors (MSE), to the first order of
approximation, dervied using delta method, are vide Singh [1] :

MSE{R,)=M+fR\lll-2{-l)% <=1,2

MS(EPd^Mr+fP^ 4 [l-2(-iyc*], 7=1, 2

where M=MSE(r), Mi==MSE(p), f=( V) ,
\ n ^ i

c,=coefiicient of variation of x,{t=Q, I, 2),

p,„=correlation coefficient between Xt and x,/,

{t, <'= 0, 1, 2), C=Pq2(co/c2)-P12(ci/c2)

and c*=Po2(co/c2)+Pi2(ci/c).

Writing s,„ for the sum-sample (of size h)—covariance between
Xt and x„ (for t, ^'=0, I, 2) we propose better alternative estimators
respectively for R and P as

R*=R+a{Xi-x'^),

where a= (W^o—
S2%
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and ^*=^+^'(^2-^2)'
A

P
where b=- (jo2/^o+i'x2/^i)-

S22

Their asymptotic (to first order of approximation). Af5£'j are using
delta methods again, respectively,

U{^')=M-fRhlc^<MSE{R,)

andM(^*)=Mi-/p2 c| c^<MSE{p,) for both t=\, 2

AN ILLUSTRATION

For the example considered by Singh (1965), we have

MSE{^i)=-k' (0.5318)

MSE{R^=k' (0. 5.3I8)-A:*(1.42020)

MSE{R^)=k' (0.5318)-/c*(.2728)

MSEiR*)=k' (0.5318)-A:*(.3123)

where kRz,
nN

\ n n )
kR\

Nk— ( Nis the number of blocks in
the population.

From above, we see that R*. is the most efiicient.
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